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Overview

This lecture will look at the following:

- Probability of error
- Error function
- Matched filter
Probability of Error

- There are 2 ways an error can occur:
  - $H_1$ is chosen while $s_2$ was sent
  - $H_2$ is chosen while $s_1$ was sent

- The total probability of error can be written:

$$P_B = p(H_2|s_1)p(s_1) + p(H_1|s_2)p(s_2)$$

As $s_1$ and $s_2$ are equiprobable ($p(s_1)=p(s_2)=1/2$), and because of the symmetry of the pdfs ($p(H_2|s_1)=p(H_1|s_2)$),
we have:

\[ P_B = p(H_1|s_2) = p(H_2|s_1) \]

\[ = p \left[ z(T) > \frac{(a_1 + a_2)}{2} | s_2 \right] \]

\[ = p \left[ z(T) < \frac{(a_1 + a_2)}{2} | s_1 \right] \]

We already know that the conditional probability density function of \( z \), given that \( s_2 \) was transmitted, is given by \( p(z|s_2) \). So we can find the probability that \( z > (a_1 + a_2)/2 \) (eventhough an \( s_2 \) (not an \( s_1 \) was sent) by integrating the pdf \( p(z|s_2) \) from \( (a_1 + a_2)/2 \) to infinity.
So the total probability is given by:

\[ P_B = \frac{1}{\sigma \sqrt{2\pi}} \int_{a_1+a_2}^{\infty} \exp \left( -\frac{1}{2} \left( \frac{z - a_2}{\sigma} \right)^2 \right) dz \]

We now let \( u = (z - a_2)/\sigma \) and get:

\[ P_B = \frac{1}{\sqrt{2\pi}} \int_{\frac{a_1-a_2}{2\sigma}}^{\infty} \exp \left( -\frac{u^2}{2} \right) dz \]

There is no closed form solution to this integral. The integral is evaluated using maths tables, numerical inte-
gration techniques or closed–form approximations. Here we use an error function and tables to evaluate the integral.

The probability of error $P_B$ is therefore given by:

$$P_B = Q \left( \frac{a_1 - a_2}{2\sigma} \right)$$

$Q$ is called the complementary or error function and must be tabulated.
The Error Function $Q$

- The $Q$–function is an integral of a Gaussian pdf defined as

$$Q(a) = \frac{1}{\sqrt{2\pi}} \int_a^\infty \exp\left(-\frac{x^2}{2}\right) \, dx$$

- The $Q$–function has the following properties:
  - $Q(0) = 1/2$
  - $Q(-\infty) = 0$
  - $Q(+\infty) = 1$
- \( Q(-a) = 1 - Q(a) \)

- There are a number of similar integral functions used for error calculations. Common ones are:

\[
erf(a) = \frac{2}{\sqrt{\pi}} \int_{0}^{a} \exp(-x^2) \, dx, \quad a \geq 0
\]

\[
erfc(a) = \frac{2}{\sqrt{\pi}} \int_{a}^{\infty} \exp(-x^2) \, dx = 1 - erf\left(\frac{a}{\sqrt{2}}\right), \quad a \geq 0
\]
The $Q$ function is related to these functions by:

$$Q(a) = \frac{1}{2} \left[ 1 - erf \left( \frac{a}{\sqrt{\pi}} \right) \right] = \frac{1}{2} erf c \left( \frac{a}{\sqrt{2}} \right), \quad a \geq 0$$

$Q(a)$ or $Q(x)$ cannot be calculated directly and is available in tabular form.

It is possible to define a simple approximation which allows a quick evaluation, when $a > 3$:

$$Q(a) \approx \frac{1}{a\sqrt{2\pi}} \exp \left( -\frac{a^2}{2} \right), \quad a > 3$$

An example of some $Q$ function tables are given below:
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Complementary Error Function \( Q(x) = \int_0^x \frac{1}{\sqrt{2\pi}} \exp(-u^2/2) \, du \)

<table>
<thead>
<tr>
<th>( x )</th>
<th>0.00</th>
<th>0.01</th>
<th>0.02</th>
<th>0.03</th>
<th>0.04</th>
<th>0.05</th>
<th>0.06</th>
<th>0.07</th>
<th>0.08</th>
<th>0.09</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.5000</td>
<td>0.4960</td>
<td>0.4920</td>
<td>0.4880</td>
<td>0.4840</td>
<td>0.4801</td>
<td>0.4761</td>
<td>0.4721</td>
<td>0.4681</td>
<td>0.4641</td>
</tr>
<tr>
<td>0.1</td>
<td>0.5403</td>
<td>0.5362</td>
<td>0.5222</td>
<td>0.5013</td>
<td>0.4874</td>
<td>0.4736</td>
<td>0.4599</td>
<td>0.4462</td>
<td>0.4325</td>
<td>0.4188</td>
</tr>
<tr>
<td>0.2</td>
<td>0.5697</td>
<td>0.5658</td>
<td>0.5519</td>
<td>0.5371</td>
<td>0.5223</td>
<td>0.5076</td>
<td>0.4929</td>
<td>0.4783</td>
<td>0.4637</td>
<td>0.4491</td>
</tr>
<tr>
<td>0.3</td>
<td>0.5868</td>
<td>0.5829</td>
<td>0.5731</td>
<td>0.5643</td>
<td>0.5555</td>
<td>0.5467</td>
<td>0.5379</td>
<td>0.5291</td>
<td>0.5203</td>
<td>0.5115</td>
</tr>
<tr>
<td>0.4</td>
<td>0.5987</td>
<td>0.5948</td>
<td>0.5861</td>
<td>0.5773</td>
<td>0.5685</td>
<td>0.5597</td>
<td>0.5509</td>
<td>0.5421</td>
<td>0.5333</td>
<td>0.5245</td>
</tr>
<tr>
<td>0.5</td>
<td>0.6038</td>
<td>0.5999</td>
<td>0.5961</td>
<td>0.5894</td>
<td>0.5826</td>
<td>0.5758</td>
<td>0.5690</td>
<td>0.5622</td>
<td>0.5554</td>
<td>0.5486</td>
</tr>
<tr>
<td>0.6</td>
<td>0.6074</td>
<td>0.6035</td>
<td>0.5987</td>
<td>0.5938</td>
<td>0.5889</td>
<td>0.5841</td>
<td>0.5792</td>
<td>0.5743</td>
<td>0.5694</td>
<td>0.5645</td>
</tr>
<tr>
<td>0.7</td>
<td>0.6094</td>
<td>0.6055</td>
<td>0.6006</td>
<td>0.5957</td>
<td>0.5908</td>
<td>0.5859</td>
<td>0.5810</td>
<td>0.5761</td>
<td>0.5712</td>
<td>0.5663</td>
</tr>
<tr>
<td>0.8</td>
<td>0.6099</td>
<td>0.6060</td>
<td>0.6010</td>
<td>0.5961</td>
<td>0.5912</td>
<td>0.5863</td>
<td>0.5814</td>
<td>0.5765</td>
<td>0.5715</td>
<td>0.5666</td>
</tr>
<tr>
<td>0.9</td>
<td>0.6090</td>
<td>0.6051</td>
<td>0.6001</td>
<td>0.5952</td>
<td>0.5903</td>
<td>0.5854</td>
<td>0.5805</td>
<td>0.5756</td>
<td>0.5707</td>
<td>0.5658</td>
</tr>
<tr>
<td>1.0</td>
<td>0.6069</td>
<td>0.6030</td>
<td>0.5980</td>
<td>0.5931</td>
<td>0.5882</td>
<td>0.5833</td>
<td>0.5784</td>
<td>0.5735</td>
<td>0.5686</td>
<td>0.5637</td>
</tr>
<tr>
<td>1.1</td>
<td>0.6040</td>
<td>0.6001</td>
<td>0.5951</td>
<td>0.5902</td>
<td>0.5853</td>
<td>0.5804</td>
<td>0.5755</td>
<td>0.5706</td>
<td>0.5657</td>
<td>0.5607</td>
</tr>
<tr>
<td>1.2</td>
<td>0.5998</td>
<td>0.5959</td>
<td>0.5909</td>
<td>0.5860</td>
<td>0.5811</td>
<td>0.5762</td>
<td>0.5713</td>
<td>0.5664</td>
<td>0.5615</td>
<td>0.5566</td>
</tr>
<tr>
<td>1.3</td>
<td>0.5944</td>
<td>0.5895</td>
<td>0.5846</td>
<td>0.5797</td>
<td>0.5748</td>
<td>0.5699</td>
<td>0.5650</td>
<td>0.5601</td>
<td>0.5552</td>
<td>0.5503</td>
</tr>
<tr>
<td>1.4</td>
<td>0.5876</td>
<td>0.5828</td>
<td>0.5779</td>
<td>0.5730</td>
<td>0.5681</td>
<td>0.5632</td>
<td>0.5583</td>
<td>0.5534</td>
<td>0.5485</td>
<td>0.5436</td>
</tr>
<tr>
<td>1.5</td>
<td>0.5794</td>
<td>0.5746</td>
<td>0.5698</td>
<td>0.5649</td>
<td>0.5599</td>
<td>0.5549</td>
<td>0.5499</td>
<td>0.5449</td>
<td>0.5399</td>
<td>0.5349</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Q(a)</th>
<th>a</th>
</tr>
</thead>
<tbody>
<tr>
<td>1e-01</td>
<td>1.2815</td>
</tr>
<tr>
<td>1e-02</td>
<td>2.3263</td>
</tr>
<tr>
<td>1e-03</td>
<td>3.0902</td>
</tr>
<tr>
<td>1e-04</td>
<td>3.7190</td>
</tr>
<tr>
<td>1e-05</td>
<td>4.2649</td>
</tr>
<tr>
<td>1e-06</td>
<td>4.7535</td>
</tr>
<tr>
<td>1e-07</td>
<td>5.1993</td>
</tr>
<tr>
<td>1e-08</td>
<td>5.6120</td>
</tr>
<tr>
<td>1e-09</td>
<td>5.9978</td>
</tr>
<tr>
<td>1e-10</td>
<td>6.3613</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>a</th>
<th>Q(a)</th>
<th>a</th>
<th>Q(a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.5</td>
<td>2.327e-04</td>
<td>5.5</td>
<td>1.90e-8</td>
</tr>
<tr>
<td>3.6</td>
<td>1.591e-04</td>
<td>6.0</td>
<td>9.87e-10</td>
</tr>
<tr>
<td>3.7</td>
<td>1.078e-04</td>
<td>6.5</td>
<td>4.02e-11</td>
</tr>
<tr>
<td>3.8</td>
<td>7.237e-05</td>
<td>7.0</td>
<td>1.28e-12</td>
</tr>
<tr>
<td>3.9</td>
<td>4.812e-05</td>
<td>7.5</td>
<td>3.19e-14</td>
</tr>
<tr>
<td>4.0</td>
<td>3.17e-05</td>
<td>8.0</td>
<td>6.22e-16</td>
</tr>
<tr>
<td>4.5</td>
<td>3.40e-06</td>
<td>8.5</td>
<td>9.48e-18</td>
</tr>
<tr>
<td>5.0</td>
<td>2.87e-07</td>
<td>9.0</td>
<td>1.13e-19</td>
</tr>
</tbody>
</table>
Matched Filter

- The matched filter is the linear filter providing the maximum signal-to-noise power ratio at its output for a given received symbol waveform.

- Let us again consider the description used for the output of our linear filter. The sampled output of the linear filter can be written:

\[ z(T) = a_i(T) + n(T) \]

where \( a_i(T) \) is the signal component, and \( n(T) \), the noise
component.

- The ratio of the instantaneous signal power to the average noise power, at time $T$ at the output of the receiver is:

$$\frac{S}{N}_T = \frac{a_i^2}{n^2}$$

- The signal at the output of the filter can be described using the inverse Fourier transform of its spectrum:

$$a(t) = \int_{-\infty}^{\infty} H(f) S(f) e^{j2\pi ft} df$$
where $S(f)$ is the Fourier transform of the signal at the input of the filter, and $H(f)$ is the filter transfer function.

- The noise power at the output of the filter can be written:

$$n^2 = \frac{N_0}{2} \int_{-\infty}^{\infty} |H(f)|^2 df$$

**Remember:** The power spectral density of white noise is $N_0/2$

- We can rewrite the signal–to–noise ratio at the output of
the receiver at time $T$ as:

$$
\left( \frac{S}{N} \right)_T = \frac{\left| \int_{-\infty}^{\infty} H(f) S(f) e^{j2\pi f T} df \right|^2}{\frac{N_0}{2} \int_{-\infty}^{\infty} |H(f)|^2 df}
$$

**Note:** We can use the Schwarz’s inequality:

$$
\left| \int_{-\infty}^{\infty} f(x) g(x) dx \right|^2 \leq \int_{-\infty}^{\infty} |f(x)|^2 dx \int_{-\infty}^{\infty} |g(x)|^2 dx
$$

which holds for $f(x) = k g^*(x)$, with $k$ an arbitrary con-
stant and * indicating complex conjugate

Using Schwarz’s inequality gives:

\[
\left( \frac{S}{N} \right)_T = \frac{\left| \int_{-\infty}^{\infty} H(f)S(f)e^{j2\pi fT} df \right|^2}{\frac{N_0}{2} \int_{-\infty}^{\infty} |H(f)|^2 df} \leq \frac{\int_{-\infty}^{\infty} |H(f)|^2 df \int_{-\infty}^{\infty} |S(f)|^2 df}{\frac{N_0}{2} \int_{-\infty}^{\infty} |H(f)|^2 df}
\]
This simplifies to:

$$\left( \frac{S}{N} \right)_T = \frac{2}{N_0} \int_{-\infty}^{\infty} \left| S(f) \right|^2 df$$

We can identify the energy of the input signal as:

$$E = \int_{-\infty}^{\infty} \left| S(f) \right|^2 df$$

**Remember:** The equation for energy spectral density given in Lecture 5
So we can write the previous inequality as:

$$\max \left( \frac{S}{N} \right)_T = \frac{2E}{N_0}$$

The maximum signal to noise ratio depends on the energy of the input signal, and the power spectral density of the noise.

According to Schwarz’s theorem this equality holds for

$$H(f) = kS^*(f)e^{-j2\pi ft}$$

Taking the inverse Fourier transform, we get the time
domain response:

\[ h(t) = \begin{cases} 
    ks(T - t), & \text{for } 0 < t < T; \\
    0, & \text{elsewhere.}
\end{cases} \]

- **Matched Filter Summary:**
  A filter that is matched to a signal \( s(t) \) of duration \( T \), has an impulse response that is a time–reversed and delayed version of the input \( s(t) \).

The impulse response of the linear filter matching the
signal \( s(t) \) of duration \( T \) can be written:

\[
h(t) = \begin{cases} 
  s(T - t), & \text{for } 0 < t < T; \\
  0, & \text{elsewhere.}
\end{cases}
\]

The peak pulse signal–to–noise ratio depends only on the ratio of the signal energy to the power spectral density of the white noise at the filter input. The peak pulse signal–to–noise ratio is \((S/N)_{\text{max}} = 2E/N_0\), where \(N_0/2\) is the power spectral density of the input noise.
Conclusion

This lecture has looked at the following:

- Probability of error
- Error function
- Matched filter